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IDC’s HPC Team =DC
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Earl Joseph Mike Thorp
IDC HPC research studies, HPC User Govgrnmerjt account support and
Forum and strategic consulting special projects

Steve Conway Kurt Gantrish
Strategic consulting, HPC User IDC Government Insights
Forum, market trends, Big Data Charlie Hayes

Chirag Dekate Government HPC issues, DOE
HPC QView, technology trends, Big and special studies
Data, innovation awards program Mary Rolph

Lloyd Cohen HPC User Forum conference
HPC market analysis, data analysis planning and logistics
and workstations y

A

© 2013 IDC Nov-13




About IDC:

e =—310®
I D C H P C ACtIVItI eS Analyze the Future

= Track all HPC servers sold each quarter

= 4 HPC User Forum meetings each year

= Publish 45 plus research reports each year

= Visit all major supercomputer sites & write reports

= Assistin collaborations between buyers/users and
vendors

= Assist governments in HPC plans, strategies and
direction

= Assist buyers/users in planning and procurements
= Maintain 5 year forecasts in many areas/topics
= Conduct special research studies

© 2013 IDC Nov-13



Presentation Topics =[DC

Analyze the Futur

= General economic trends

= HPC market results and forecasts

* Early results from 30,000 micro HPC
surveys

= New IDC Pulse panel

= High Performance Data Analysis
(HPDA) update

= New ROl report and model
= Multiclient study highlights
= HPC User Forum update

* Innovation award winners

© 2013 IDC Nov-13 5



General Economic Trends =1DC
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General Economic Trends =1DC
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Worldwide IT Spending Growth
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General Economic Trends =1DC
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Regional IT Growth (%)
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General Economic Trends =1DC
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BRIC GDP Growth (% Real)
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HPC Market Update
and Trends
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Top Trends in HPC =[DC
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The global economy in HPC is growing again:
= 2011: grew 8.4% to reach $10.3 billion
= 2012: HPC revenue exceeded $11B

" From our micro-surveys = 1Q13 -- The lower half of
the market is growing well again

Ongoing challenges for datacenters
= Power, cooling, real estate, system management

= Storage and data management continue to grow in
Importance

Software hurdles continue to grow

The worldwide Petascale/Exascale Race is at full speed
Big Data and accelerators are hot new technologies
HPC Cloud computing is growing slowly, steadily

© 2013 IDC



2014 Hot Topics in HPC:

=[DC
IDC HPC Research Areas b e B

Potentially Disruptive Trends and Technologies
= Growing need to demonstrate/quantify ROI and innovation
Rise in industrial partnership programs
Proliferation of High Performance Data Analysis (Big Data using HPC)
New processors, co-processors and accelerators
New memory & I/O solutions (flash/SSDs, in-memory processing, etc.)
New software solutions
Government programs to help bring to market new capabilities

SpeC|aI HPC Research Areas & Reports:
= Updating of IDC HPC competitive segments

= End-user based MCS reports: clusters, processors, accelerators,
storage, interconnects, system software, and applications
Emerging markets including China, Russia, Korea, Latin America, etc.
Pioneering research on ROI from investments in HPC
SMB and SMS research
The HPC Innovation Award program
The evolution of clouds in HPC
Scaling of software — issues and solutions
Worldwide exascale initiatives

© 2013 IDC Nov-13




Research Overview — Parameters Being =100

Collected to Tie to Broader ECOnomiC REPOItS bz he e

For each sector we need 4 basic ratios

% That Don’t
Really Need
HPC

Companies
That Don’t
Conduct
R&D

% Already
Using Max
HPC

% That
Could Use
More HPC

Note: IDC has conducted over 30,000 light phone calls for this data.
We will likely require 5x to 10x more surveys

© 2013 IDC Nov-13




HPC WW Market Trends ($K):

By Competitive Segments -
2012/
2010 2011 2012 1H2013 2011
Supercomputers | 3,475,577, 4,370,194 5,654,960 1,725,756 29.4%
Divisional 1,268,735 1,236,684 1,216,187 702,067 -1.7%
Departmental 3,342,747, 3,467,271 2,979,230 1,853,790 -14.1%
Workgroup 1,411,264 1,225,910 1,247,366/ 809,349 1.8%
Total 9,498,323 10,300,058 11,097,743 5,090,962 7.7%
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HPC WW Market Trends:

By System Units Sold -
2012/
2010 2011 2012 1H2013 2011
Supercomputers 2,560 2,908 2,400 748 -17.5%
Divisional 3,914 3,724 3,663 2,189 -1.6%
Departmental 20,382 20,625 16,981 11,048 -17.7%
Workgroup 92,988 84,294 81,104 50,963 -3.8%
Total 119,844 111,551 104,148 64,947 -6.6%

© 2013 IDC Nov-13



HPC WW Market Trends ($K): =IDC
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By OEM

2011 2012 1H2013
IBM 3,362,098 3,551,723 1,563,771
HP 3,307,427 3,419,554 1,573,560
Dell 1,493,289 1,493,172 737,733
Cray 155,620 353,800 122,220
SGI 225 741 274,693 216,743
Fujitsu 120,351 686,657 65,139
NEC 84,141 64,112 37,106
Appro 135,360 111,648 .
Dawning 102,923 115,359 74,906
Bull 327,536 60,494 40,049
Other 847,140 966,531 659,736
Total 10,300,058 11,097,743 5,090,962
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GDP, Supercomputers and HPC =3100
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TABLE 45

GDP And Supercomputer Spending By Country, Sorted By GDP
GOP (1} | Aversgs Supsrcompuisr | Supsrcomputers Averege 5 HRZ Az A
Salzs DverlestFive | Az A Psrcentsgs y=arHPC Pearcantage Of
Years (2} of GDP Spending GDP
5. 14,270,000 1,276,067 0.0089% 4454 817 3.0313%
Jepan 5,043,000 278,385 0.0055% 951,125 0.0129%
China 4,758,000 67,835 J.0014% 278,480 3.0059%
Garmany 3,235,000 203,245 0.0063% 761,309 0.0235%
France 2.535,000 142,208 0.0054% 517,170 0.0195%
LK. 2.188,000 123,354 0.00559% 478,353 0.0218%
[tahy 2,090,000 76,751 0.0037% 338,681 2.0162%
Spain 1,466,000 37,530 0.0026% 138,354 3.0035%
Russiz 1,255,000 30,371 0.0024% 75,720 3.0080%
Indis 1,243,000 19,627 0.0016% 74,780 3.0080%
Australiz 320,000 hh,411 0.0060% 238,300 3.02580%
Kaorzs 500,300 53,305 0.0074% 284,705 0.0356%
Switzerdsnd 454,100 24,144 0.0050% 34,481 0.0195%
Swaden 387,700 21,314 0.0054% 75,043 0.0189%
Hong Kaong 208,800 15,491 0.0074% 57,547 3.0324%

© 2013 IDC N



China Supercomputer Growth =]DC
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800,000

700,000 = The China HPC market

e wasn’'t impacted by the

500,000 W ‘Warkgroup : 1
recession, and is well

400,000 W Cepartmental

o000  owisons under way to reach $1
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= The China
350,000 Supercomputer Segment

300,000 grew the most heavily
220,000 since 2007
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HPC Forecasts: =1DC

By Competitive Segment e e
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HPC Forecasts ($K): =1DC

By Verticals/Application Areas e e P
2012 Est. 2013 2017 |CAGR (12-17)
Bio-Sciences $1,199,980 $1,267,745| $1,839,750 8.9%
CAE $1,164,471f $1,220,781] $1,832,921 9.5%
Chemical Engineering $182,006 $189,902| $262,116 7.6%
DCC & Distribution $585,696 $621,945 $910,431 9.2%
Economics/Financial $316,397 $339,485( $499,871 9.6%
EDA/IT/ISV $624,696 $687,245| $1,028,523 10.5%
Sr?glic(g:::ggs and Geo- $707,869 $706,911| $958,673 6.3%
Mechanical Design and Drafting $55,531 $61,482  $86,430 9.3%
Defense $1,129,225( $1,104,015| $1,511,223 6.0%
Government Lab $2,396,806 $2,279,607| $2,990,083 4.5%
University/Academic $2,058,774 $2,029,805 $2,737,149 5.9%
\Weather $486,467 $476,181| $642,012 5.7%
Other $189,823 $151,927 $141,563 -5.7%
Total Revenue $11,097,742| $11,137,031|$15,440,744)  6.8%

© 2013 IDC Nov-13



The HPC Market Beyond The Servers: =1DC

The Broader HPC Market Anle he P
Worldwide HPC Compute, Storage, Middleware,
Application and Service Revenues
(M)

2011 2012 2017 ggﬁ%
Server 10,300 11,098 15,441 6.8%
Storage 3,664 4,059 6,008 8.2%
Middleware 1,147 1,254 1,568 4.6%
Applications 3,370 3,621 4,837 6.0%
Service 1,801 1,877 2,368 4.8%
Total 20,282 21,909 30,223 6.6%

© 2013 IDC Nov-13
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IDC WORLDWIDE HPC END-USER
MULTI-CLIENT STUDY (2013)

Six Topical Reports:

= |ndustries/applications/workloads report

= System software and middleware report

= Storage and interconnect report m e g e m
= Processors/co-processors/accelerators ’ '

= High performance data analysis s
= Cloud computing .4

Rps————

© 2013 IDC



IDC HPC End-User MCS Study: . .

Study Background =l

= Surveys were conducted from January to May 2013

= The sample represents 905 installed HPC systems across
139 sites around the world

Sector/Industry Percentage
Government 7.9%
Education/Academia 41.7%
a. Energy, petroleum, oil and gas 2.9%
b. Chemical 0.7%
c. Pharmaceutical, life sciences, healthcare 2.2%
d. Financial or economic modeling and Bl 20.1%
e. Manufacturing 10.8%
f. IT, electronics and telecommunications 4.3%
g. Transportation and logistics 2.9%
h. Entertainment 2.2%
i. Other 4.3%

© 2013 IDC Nov-13



2013 MCS Report Highlights: . 5
PO il &1DC

Industries/Applications/\Workloads o e

Scaling remains a major
ISsue:

IDC _ = 13.3% of the codes are running on
1 core

= 64.4% of the codes are running on

IDC HPC End-User Special Study of Applications Software

BCrmms e 1 node or less
= Only 5.2% of codes run on >1,000

This study is part of the third edition of IDC's end user-based, demand-side tracking
of the global high-performance computing (HPC) market for applications software.
The requirements for HPC systems — server, storage, middleware, and services — C O re S
are primarily driven by the problems end users are trying to solve and the applications

software ("codes”) the end users employ in those efforts, although costs and other

e s o s sy v = Only 0.9% of codes run on >10,000

commoditization of clusters and the more recent emergence of coprocessors and

aaaaaaa try are diractly by these

architectural changes that play a crucial role in exposing and i CO re S

In detail:

@

8728200 F.508.935.4015 www kic.com

E Today's compute-centric, unbalanced HPC systerns are posing new challenges
for icati software (mi and other svstem software.

IDC forecasts that HPC
software applications
spending will reach $4.8
billion in 2017

© 2013 IDC Nov-13 24




2013 MCS Report Highlights: . 5
PO &1DC

System Software & Middleware Report &

1!!!!i'

= Increasing system sizes

= Increasing system complexity

IDC HPC End-User Special Study of System Software and

Middlewsre In Technical Computing = New environments (e.g., cloud)
= Shortage of skilled personnel

Chirag Dekate, Ph.D.

IDC OPINION

This Special Study is the third adition of IDCs high-performance computing (HPC)
end user-basad tracking of middleware and other system software that are used and
desired in the HPC markstplace. The requirements for HPC systems, including
middlewars and other system software requirements, are primarily driven by end-usar
application requirements and the effective execution of end-user scenarios, although C C
costs and other factors also come into play. Over the past decade, the landscape of I D f O r e C aS t S t h at H P
technical computing, also called high-performance computing, has evolved rapidly
through the commeoditization of clusters and the more recent emergence of
coprocessors and accelerators. Middleware and other system software technologies -
L e e system software spendin

i ism in end- applications. In detail:

mmmmm

E Today's compute-centric, unbalanced HPC systems are posing mew challanges ] [ [ [
for middleware and other system software. Accelerators and coprocessors are
S F SR} PR ST pR Y .

F.508.9354015 www.idc.con

IP.508.872.8200
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2013 MCS Report Highlights: . 5
POl &1DC

Storage and Interconnect Report Bhai e

Storage is the fastest-growing

= Ethernet variants lead
IDC HPC End-User Study of the Storage and Interconnects | IannIBand IS a Strong Second

Used in Technical Computing

il

Earl C. Joseph, Ph.D. Steve Conway
Chirag Dekate, Ph.D.

IDC OPINION

o sy 0 o e e 1 IDC forecasts that storage &

end user-based fracking of HPC storage systems that are used and desired in the

HPC rketplace. The i for HPC systems, including storaga

reguiraments, are driven primarily by the nature of the users' applications, though . . .
costs and other factors also come into play. For decades now, but especially during InterCOnneCt Spen Ing WI

the rapid rise of dusters since 2002, HPC vendors and users have aggressively

advanced the processor peak performance of their systems while paying less

attantion to HPC starage and I/ capabilities. The aresl densities of magnatic disks - - -

have increased dramatically, but improvements to disk WO performance and access r e aC . I I O n I n

density have greafly lagged behind advances in disk capacity and processor speads.
And as HPC users have deployed ever-larger parallel servers for their application

e e o e o e e = This equals the value of the HPC
server market in 2000

are major issuas for many HPC users. In datail:

'508.872.8200 F.508.905.4015 www bdc.com

© 2013 IDC Nov-13 26




2013 MCS Report Highlights:

Processors, Coprocessors, Accelerators ;=‘TIDC

Coprocessor/accelerator use is
growing fast

IDC _ = 2011: 28.2% of sites and 1.0% of
o processor parts

ISDPCE::(I:- :::-Il)]:er Special Study of Processors Used in . 2013: 76'9% Of SIteS and 3'4% Of
e processor parts

teve Conway
Chirag Dekate, Fh.D.

= Still used more often for
(4P, ot st ok of ot ant ot sores eyseme e veod expe rimentation than pro duction

and desired in the HPC marketplaca. During the 2000-2010 decade, clusters basad
on standard xBE processors became the dominant spacies of HPC systems, basad

primarily on their compslling pricadperformancs. Standard xB6 processors have

)

maintained their markat dominanca by proving that they can effectively run mast HPC
problams. But xBE processors are not adept at handling all of the datalevel
parallalism that resides within many HPC problems. This gap in xB6 design coverage

has created an opportunity for altemative processors to enter the HPC market and S r O I I l t e e I I I e e

gain ground, typically as adjuncis to rather than replacements for xB6 processors.
The leading coprocessors and accelerators used in conjunction with xB& base

processors are general-purpose graphi ic processing units (GPGPUs) from NVIDIA - .
Caorp. and Intel Xeon Phi coprocessors. Field programmable gate arays (FPGASs) are W O r ar e ar r I V I n g O I I I
anather i nt but less . A te d ent in ]

P.508.872.8200 F.508.935.4015 www.kic.com

]
i
i
i
i
:
2
g
7

Indigenous processor
Initiatives in Asia
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2013 MCS Report Highlights: . 5
POl &1DC

High Performance Data Analysis (HPDA) .=

HPDA is becoming pervasive

IDC _ = 67% of surveyed sites run HPDA
o workloads

= On average, HPDA workloads

IDC HPC End-User Special Study of High-Performance
Data Analysis (HPDA): Where Big Data Meets HPC

St GRS consume 30% of compute cycles

Earl C. Joseph, Ph.D.

d

IDC OPINION

This study is part of the third edition of IDC's end-user special study of the wordwide

high-performance computing (HPC) market. IDC coined the term high-performance
data analysis (HPDA) to refer to data-intensive ("Big Data”) workloads that require or O r e C aS S r O u S
benefit greatly from HPC resourcas, even though not all HPDA beneficiaries considar

R e e growth
" e e e e e e 8 = HPDA server revenue will grow from
rE b T gt $748.8M in 2012 to $1.4B in 2017
= HPDA storage revenue will approach
$1B in 2017

F.508.935.4015  www kic.com

P.508.872.8200
2
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2013 MCS Report Highlights: . 5
PO LR =1DC

Cloud Computing Toe i

——
——
T ——

—_—

IDC_ HPC Cloud Computing Is

Growing Steadily
Tecumest Sompeting o Eloe e = From 13.8% of sites in 2011 to 23.5%

Earl C. Joseph, Ph.D. Steve Conway

ER = in 2013

IDC OPINION

i sy e Pl o 0 s g 00y = Private and public cloud computing

based tracking of cloud computing systems that are used and desired in thea HPC
marketplace. The requirements for HPC systems, including cloud computing

L 2 T e e i about equally represented

B Cloud computing adoption in high-performance computing has been growing at a
slow but steady pace. The proportion of sites exploiting cloud computing fo
address parts of their HPC workloads rose from 13.8% in the 2011 version of this
study to 23.5% in 2013, with public and private cloud use about equally
represented among the 2013 sites.

B Most public douwds iting HPC today are i to il
support jobs without meaningful communication and 110 needs. Naturally, public
clouds are increasingly attracting these "low hanging” jobs and will atiract more
communications-intensive iobs when oublic clouds become betier eauinoed o

A P.508.872.8200 F.508.9354015 www.kdc.com
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New HPC & HPDA
Technical Computing
Pulse Panel




New IDC HPC Pulse Panel Capability =310®
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A new IDC capability (available now)

Rapid answers to urgent questions about the HPC, HPDA markets: new
trends, new technologies, emerging markets

Rifle-shot probes: 3-6 weeks, vs. several months for full-out studies
IDC developed this capabillity for key clients
Many successful Pulses carried out over past 6 months

1)

¥

N i

TY TRY V'Y
Methodology: the Pulse panel Qﬂh p"'N%

Highly qualified, representative panel of 500+ HPC/HPDA technical
experts, funders, buyers, and end-users already in the program

To develop and qualify the panel, IDC has contacted 30,000 scientists
and engineers around the world. Will grow to 100,000.

Primarily web-based

© 2013 IDC Nov-13 31



Example: HPDA Pulse (Highlights) =]DC
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Pulse conducted Sept/Oct 2013
= Only panelist organizations that use HPDA
(Big Data on HPC)

= 62.2% have access to supercomputer-

class systems (>$500,000)

* Respondents also included many SMEs Ve

= 45.9% consider HPDA jobs “very crltlcal Foy
to their missions <O

= 46.6% have near-real time HPDA

requirements (few seconds to few
minutes)

e 19.2% real time to a few seconds
o 27.4% within a few minutes

© 2013 IDC Nov-13 32
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HPDA Update
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High Performance|/Data Analysis

 Needs HPC resources « Search & pattern discovery

* Intelligent questions / e Simulation & analytics
smaurt algorithms) * Also iterative methods

e Often near-real time  Established HPC users +

new commercial users

* The 4 V's: volume, variety, velocity, value
 Partitionable & non-partitionable problems
e Regular and irregular data patterns

© 2013 IDC Nov-13 34




HPC Adoption Timeline (Examples) =310®
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Morgaﬁ ODINGER. INC.
Stanley m .

vﬁGEIl:D
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TOYOTA Walmart e

y QO {:}
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AN]MSI‘](N SKG
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HPDA User Talks: HPC User Forums, =10

UK, Germany, France, China, U.S. Anclee he o

HPC in Evolutionary Biology, Andrew Meade, University of Reading

HPC in Pharmaceutical Research: From Virtual Screening to All-Atom Simulations of Biomolecules, Jan
Kriegl, Boehringer-Ingelheim

European Exascale Software Initiative, Jean-Yves Berthou, Electricite de France

Real-time Rendering in the Automotive Industry, Cornelia Denk, RTT-Munich

Data Analysis and Visualization for the DoD HPCMP, Paul Adams, ERDC

Why HPCs Hate Biologists, and What We're Doing About It, Titus Brown, Michigan State University

Scalable Data Mining and Archiving in the Era of the Square Kilometre Array, the Square Kilometre
Array Telescope Project, Chris Mattmann, NASA/JPL

Big Data and Analytics in HPC: Leveraging HPC and Enterprise Architectures for Large Scale Inline
Transactional Analytics in Fraud Detection at PayPal, Arno Kolster, PayPal, an eBay Company

Big Data and Analytics Vendor Panel: How Vendors See Big Data Impacting the Markets and Their
Products/Services, Panel Moderator: Chirag Dekate, IDC

Data Analysis and Visualization of Very Large Data, David Pugmire, ORNL

The Impact of HPC and Data-Centric Computing in Cancer Research, Jack Collins, National Cancer
Institute

Urban Analytics: Big Cities and Big Data, Paul Muzio, City University of New York

Stampede: Intel MIC And Data-Intensive Computing, Jay Boisseau, Texas Advanced Computing Center

Big Data Approaches at Convey, John Leidel

Cray Technical Perspective On Data-Intensive Computing, Amar Shan

Data-intensive Computing Research At PNNL, John Feo, Pacific Northwest National Laboratory

Trends in High Performance Analytics, David Pope, SAS

Processing Large Volumes of Experimental Data, Shane Canon, LBNL

SGI Technical Perspective On Data-Intensive Computing, Eng Lim Goh, SGI

Big Data and PLFS: A Checkpoint File System For Parallel Applications, John Bent, EMC

HPC Data-intensive Computlng Technologles Scott Campbell, PIatform/IBI\/I

© 2013 IDC Nov-13 36



IDC HPDA Server Forecast

IDC

Analyze the Future

= Fast growth from a small starting point: $1.2B by 2016)
= HPDA ecosystem >$2B in 2016

TABLE 2

IDC Worldwide High Performance Data Analysis (HPDA) Server Revenues

(% Millions)
2009 2010 2011 2012 2013 2014 2015 2016 | CAGR
"11-'16
WW HPC Server Sales 8.637 0498 | 10,300 | 11.098 | 11,397 | 12,371 | 13,485 | 14,621 7.3%
WW HPDA Server Sales 535 603 673 T44 766 861 1.109 1,253 | 13.3%
HPDA Portion 6.2% 6.3% 6.5% 6.7% 6.0% 71% 5.2% 5.6% 5.6%

Source: D2 2013

© 2013 IDC Nov-13 37



IDC HPDA Storage Forecast = [DC

Analyze the Future

= Storage Is the fastest-growing HPC market (8.4%
CAGR, 2011-16) and HPDA storage will grow even
faster (18.1% CAGR).

TABLE 2
Worldwide High-Performance Data Analysis Storage Revenue, 2009-2016 ($M)
2011-2016
2005 2010 2011 2012 2013 2014 2015 2016 | CAGR (%)
HFC storage 30230 | 33255 | 37615 | 41340 | 43458 | 47351 | 51632 | 56253 5.4
Share as total HPC server 35.0 35.0 36.5 378 382 383 383 385 1.0
revenue (5
HFDA storage 262.2 301.5 343.0 3870 4322 5153 676.5 7855 8.1
Big Data attach rate (%) 43.0 50.0 51.0 52.0 55.0 53.0 61.0 63.0 43

Sowres: |IDC, 2013

© 2013 IDC Nov-13 38



IDC 2013 Worldwide HPC End-User Study:

HPDA Top Findings sibe

= 67% of the sites perform
HPDA work (data-

= [DC ﬁ Intensive simulation and/or

advanced analytics).
Data Analysis (HPDA) Where Big DatsMeets dpc o ° = On ave rag e. HPDA
Steve Conway Chirag Dekate, Ph.O. !

EarlC. Jossph, Ph.D. BO(y f

I5C oPioN consumes 00

R s b e com p ute CyC | es.

dsts anshysis (HPDA) to referto dats-imensive ('Big Das") workloads tha reguire or
benefit greatly from HPC resowres, even though nat all HFDA bendficianies consider

. . .
themsebes HPD users. These workloads include established dsta-intensive [ M aJ Or pal n po I ntS WO rth
simulations and newer advanced anahtics problems. The common denominator for

HPDA problems & a degres of algorthmic completity that 8 aypical for operationsl
business workloads. Findings includs:

o oy o o s e 555 5 v 10-15% premium pricing:

agaressivel; advanced the processor pesk peformance of their systems while

e e e e e v  Higher-performance

bt i'npro\lgﬂenﬁ to d'sk. I.'Q peformance and sccess densiy have grestly .
vees hav depi/edeverarges arae sever, e undamental mosance Interconnects between nodes
the gap batwesn the sewver and storage sides of HFC — has grownworse The

oo anovors . e o s s o * Higher-performance external
I/O and storage

MADITDT USe PAESTZEN FISBOSA0IS  www. Koo
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Big Science: Big Data Challenges =10

-~

Are Growing... e h
JPL =14

F

Some “Big Data” Grand Challenges ...

How do we handle 700 TB/sec of data coming off the wire when we
actually have to keep it around?
— Required by the Square Kilometre Array

Joe scientist says I've got an IDL or Matlab algorithm that | will not
change and | need to run it on 10 years of data from the Colorado
River Basin and store and disseminate the output products

— Required by the Western Snow Hydrology project

How do we compare petabytes of climate model output data in a
variety of formats (HDF, NetCDF, Grib, etc.) with petabytes of remote
sensing data to improve climate models for the next IPCC assessment?

— Required by the 5™ [PCC assessment and the Earth System Grid and NASA

How do we catalog all of NASA s current planetary science data?
— Required by the NASA Planetary Data System

Image Creart: hitp-//www jpl.nasa.govinews/news cim?release=2011"" EbbJngnt 2012. Jet Propuision Laboratory, Califomia Institute of ©
G5 Technology. US Govermment Sponsorship Acknowledged.
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Anomaly Detection / Remediation
via Pattern Discovery

e Fraud/errors
e |dentity resolution
e Anti-terrorism, anti-crime

e Cyber security * \ t

© 2013 IDC



U.S. Postal Service ’; =11DC

UNITED STATES
POSTAL SERVICE Analyze the Future

Total Revenue Protection Program

¢ Processing Requirements
=« Rate
s 4 billion mail scans per day peak (74,000 per second)
» Geographic Scope

E; | » Incoming mail from 275 Processing and Distnbution Centers
B = Oulgoing mail to 33,000 postal operatad facilities
- » Objective
; gi » To find, track and reject mail pieces due to:
_':J.:;‘j 54 ¢ — Duplicate postage
' g- ! — Short Pay
*ﬂ'? — Ineligible Discounis
e E
: e ot i smmerl shintd b e o cotes o e o W Pt i

ic
TEOHRGLD OIED
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U.S. Postal Service ’; =[DC

POSTAL SERVICE Analyze the Future

Why Real Time Fraud Detection?

Save time... print your postage online.

Print exact postage for letters and packages using just your PC and printer.

Print Postage Stamps
#  Prnt ary dencmingtion
¢ Uise for letters or paccages
* Neaver ren out of slampes again DETAILS

= e e
%

Stamps.com... Your own personal Post Office open 24 hours a day.

Develped in cenjunclicn wilh te United States Postal Sendce™ Stamps.com is & revolutionary
goftware-based service that allows yvou to calculate and prind official USFS postage night from your
P,

MO ADDITIONAL HARDWASE RECUIRED. Stamps.com even keeps track of all your pestal sperding
using your dliert codes, and can even rasommend optimal celivery methads, formals and more. Plus
Stamps.com gives you postage discounts you san't even get & the Post Office or with & pestage
mEter

Fe

e
G T Cegrgieht inthbs desumenl Selarge 12 Nedtanle TeFnoegn LLE e

. ! s pat ol fus coumanl shedd ba sse or copneaclesthaut thee proe sl ben parmssm iE

FECHRDGLDOBIED
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U.S. Postal Service ’; =DC

POSTAL SERVICE Analyze the Future

TRP Results using MCDB &TimesTen

Pre-MCDB With MCDB Deployed

1 509 row inserts per second 1 190,222 RIPS (3 Threads)
(RIPS) > 1,091,018 RIPS (18 Threads)
Direct path load option a :  Processed 4 B Transactions in less

partial solution (2000 RIPS) than 6 howrs

275 Million Transactions per evenue Protection is performed IR
15 hour processing window al-time upon first scan

created backlog during peak
processing windows

Revenue Protection
performed as a batch data
warehouse procass, run 3 —
12 hours after Mailpiece scan

MCDB = memory-centric database

= HNG The Cogremie in thhs desument Bselangs 1a FedCanise TeFnoegies LLE ot Eh
ez part ol Fus chwarmenl shoauld ba usas o cogeec] esthout Thee o amlien permissam i"\_-

TEOHWRSGLDGIED
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Life Sciences / Materials Science

» Drug discovery

« Genome mapping/comparison

e Health care management

* Personal / outcomes-based
medicine B sisiciia

* Materials science Characterization

Froperties

Performance

© 2013 IDC Nov-13 45




Schrodinger: Cloud-based Lead

- - =|DC
Discovery for Drug Desig e e

Compute Hours of Work 109,927 hours

Compute Years of Work 12.55 years

Total # Cores/Servers 51132 cores, 6742 servers
Infrastructure Value ~ §20,000,000 (£12,500,000)
AWS Eeginnﬁ All [7- us-east, us-west], us-

wesi2, euv-west, sa-east, ap-
northeast, ap-southeast )

Using CycleCloud & AWS:
Impossible run in 3 hours for $4,828/hr

Today’s pricing < $1,000/hr (£625/hr)

e CYCLECOMPUTING

© 2013 IDC
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Genome Sequencing/Analysis =IDC

Analyze the Future

Shotgun genomics Real-World Use Cases
* Collect samples * Real-time pathogen analysis
o Extract DNA e Cancer genome analysis =>
« Feed into sequencer diagnosis & treatment
 Computationally analyze * Drug resistance in HIV

e (Gene expression analysis in
agricultural animals

e Microbial community change
INn response to agriculture or
global climate change

 Gene discovery & genome
sequencing in non-model
organisms

 Alab can generate ~100
Gbp in ~1 week for $10k
(£6.3K)

Courtesy Titus Brown, Michigan State University
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Outcomes-Based Medical Diagnosis =1DC

and Treatment Planning e Fus

= Enter the patient’s history and symptomology.

= While patient is still in the office, sift through millions of
archived patient records for relevant outcomes.

= Provider considers the efficacies of various treatments for
“similar”’ patients (but is not bound by the findings).

= Ergo, this functions as a powerful decision-support tool.
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lterative Methods (Cumulative Data)

« Parametric modeling (product design)
« Stochastic modeling (financial)
 Ensemble modeling (weather/climate)

, & J
Track Forecast Skill (Early Models)
Wik i 2010 - Atlantic Basin
H Model
T 60 OF
poa _ GF!
= £ sof
= h
- = B aof
e =
= & 1 2
e a4 r
i ‘Ul 'ﬂ‘ 2 2
- wl* g
=
[ 3 10
olform ]
ke dake b o fon Gadby Wil o
o my [
Ot T rea -10 (Number of Cases)
Mean @2 Vardance LI 306 202 152 1 85 5.
mmmmm Real Quote 62 %% L -20 it H n
T Bounds WA | G 0 12 24 36 48 60 72 84 96 108 120
Forecast Period (h)
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Summary: HPDA Market Opportunity =310®

Analyze the Future

= HPDA: simulation + newer high-performance analytics
e |IDC predicts fast growth from a small starting point

= HPC and high-end commercial analytics are converging.
* Algorithmic complexity is the common denominator

= Economically important use cases are emerging
* Which ones will become attractive markets?

= No single HPC solution is best for all problems.

e Clusters with MR/Hadoop will handle most but not all work (e.g.,
graph analysis)
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A New IDC Study:

Creating Economic Models
For HPC and ROI
And for
HPC And Innovation




Grant References =11DC

Analyze the Future

The authors thank DOE for its insights and guidance on and funding of this
grant-based research project.

This study is based upon work funded by the U.S. Department of Energy Office of
Science, Office of Advanced Scientific Computing Research, and the National
Nuclear Security Administration, under award number DE-SC0008540.

DOE Program Managers:
Christine Chalk, 301-903-5152, christine.chalk@science.doe.gov, and Barbara J.
Helland, 301-903-3127, barbara.helland@science.doe.gov, U.S. Department of Energy
Office of Science, Germantown Building, 1000 Independence Avenue, S.W. Washington,
D.C., 20585-1290.
and Bob Meisner in National Nuclear security Administration (NNSA).

Administrator/Contracting Officer:
Warren Riley, 630-252-2485, warren.riley@ch.doe.gov, U.S. Department of Energy
Office of Acquisition and Assistance, 9800 South Cass Avenue, Argonne, lllinois, 60439

IDC Reporting:
* Principal investigator: Earl C. Joseph, Ph.D., 612-812-5798, ejoseph@idc.com
* Senior technical project manager: John Daly, 508-935-4643, jdaly@idc.com
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Background: =I1DC

Project Overview ol i

A pilot study that describes how HPC
Investments are related to improved economic
success and increased scientific innovation

The study included creating two unique models:
1. A macroeconomic model which depicts how HPC investments
result in economic advancements in the form of ROI, growth and
jobs

2. An "Innovation Index" that measures and compares innovation
levels, based on the level of applying HPC computing resources
towards scientific and technical advancement

© 2013 IDC Nov-13




The Financial ROl Models That Were &1DC

Developed Bl oo

The Financial ROl models include:

1. ROl based on revenues/GDP generated, divided by
HPC investment

2. ROl based on profits generated, divided by HPC
Investment

3. ROl based on jobs created (and the HPC investment
required per job created)

The ROI models were tested for variances by:
> Industry sector
» Country
» QOrganization size

© 2013 IDC



The Innovation Models That Were e

D eve I O p e d Analyze the Future

The Innovation models are of two main types:

1. Basic Research / Major Innovations
2. Applied Research / Incremental Innovations

These are captured as:
» Innovations in government & academia

» Innovations in industry

The Innovation models can be sorted for variances by:
» Industry sector
» Country
» QOrganization size
» Government, Industry and Academia

© 2013 IDC



The Innovation Index Scale =11C

Analyze the Future

10 = One of the top 2 to 3 innovations in the last decade

9 = One of the top 5 innovations in the last decade

8 = One of the top 10 innovations in the last decade

7 =0One of the top 25 innovations in the last decade

6 = One of the top 50 innovations in the last decade

5 =1t had a major impact and is useful to many organizations
4 = A minor innovation that is useful to many organizations
3 = A minor innovation or only useful to 2 -3 organizations

2 = A minor innovation or only useful to 1 organization

1 = An innovation that is recognized ONLY by experts in the field

© 2013 IDC Nov-13



Sample Characteristics =—310®

Analyze the Future

Sample demographics:

e A total of 208 case study examples of ROl and
Innovations were collected as part of the study:
» 67 financial ROI examples
» 141 innovation examples

* In addition, a large number of micro-surveys were
conduct to learn key ratios in order to eventually apply the
results to large economic data sets.

» Over 30,000 scientists and engineers were contacted,
with over 1,500 completing the micro-survey.
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Key Findings: =1DC

Primary Financial ROl Results ndb e

1. IDC is able to collect the required data across a
broad set of organizations with enough detail to
create the two economic models and the
Innovation index

2. Early results indicate very substantial returns for
Investments in HPC:

> $356 dollars on average in revenue per dollar of
HPC invested.

» $38 dollars on average of profits (or cost
savings) per dollar of HPC invested.
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Key Findings: =10

The Financial ROl Model — By Sector Al he P

3 |Organization Size: Peaple (All) |E|
4 |Organization Size in SM [All) E
S Organization Size (5,M.L) (All) [~
6 |Industry (A1) (=]
7 |Innovation Level (All) |E|
8 |Country (All) E|
9 |Years Before 1st Return  [All) |E|
10 |Applied (A1) (]
11 Basic (All) B3
12 |Accomplishment Type Finar‘n:ial
13 Total RED (All) (=]
14 Employee Growth (All) |E|
15 |Organization Type (All) E|
16 Total HPC Investment (All) (]
7
Sum of Years Average of  Average of
Employee Before 1st Revenue S Profit S per
19 Sector E'Er:mnt Growth  Return per HPC 5 HPC 5
20 |Academic I 11! 2 1.8 37.4 70.8
21 |Government 4 10 14 9.2 39
22 |Industry 51 1,157 15 dipz 4 Je6.4
23 Grand Total 67 1,169 1.9 356.5 38.7
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Key Findings: .

The Financial ROl Model — By Country -4

3 |Organization Size: People (All) E'
4 |[Organization Size in 50 [All) E'
5 |Organization Size (S,M,L) (All) [+
6 |Industry INES
7 | Innovation Level (all El
B |Years Before 1st Return  [All) El
5 |Applied UNES
10 |Basic UNES
11 Sector UNES
12 |Accomplishment Type F'man RO
13 Total RED CINED
14 Employee Growth (all) EI
15 |Qrganization Type (all) El
16 Total HEC Investment (i) (=]
7
Sum of Average Average of Average of
Employee Years Before Revenue % Profit 5 per
19 Country Eltnunt Growth  1st Returm perHPCS HPCS
20 |China 3 a0 1.3 2.7 5.4
21 |France 4 5.1 g2l7 125.0
22 UK 3l 2896 16 366.5 2.7
23 [US 27 243 18 3733 498
24 [ltaly 2 1.0 100 7.5
25 Grand Total 67 1,169 1.9 356.5 38.7
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Key Findings: The Innovation Areas For i

=1DC

The 141 Innovation Data Examples Analye the Futur
Industry (alny =]

Years Before 1st Return {.&II}B

Applied (alny =]

Basic (alny =]

Accomplishment Type Inno=Ttion

Country {.&II}B

Total R&D (Al ~]

Organization Type {,&II}E

Sum of Total HPC Average Years Average of HPC 5M

Primary Innovation / ROI AreaE Count Investment Before 1st Return per Innovation

Better Products 54 5114 M 1.9 S4.2 M
Created New Approach 40 S15 M 1.2 S0.4 M
Discovered Something New 20 546 M 1.8 52.7M
Helped Society 11 566 M 1.0 56.0 M
Cost Saving 6 5130 M 1.3 52.1M
Major Breakthrough 5 53 M 3.2 51.1M
Helped Research Program 5 571 M 1.5 514.3 M
Grand Total 141 5497 M 1.6 53.1 M
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Key Findings: &1DC

Investments Per Innovation Wity et

5. The average HPC investment per innovation was
$3.1 million.

» Overall $497 million in HPC investments were
made to generate the 141 innovations in the pilot

study.
» With many at under $1 million per innovation.

Nov-13 63
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Key Findings: =1DC

The New Innovation Index Scores B i

The average innovation rating = 5.0
e 4.4 for the 67 basic research/major innovations
e 5.5 for the 74 applied research/incremental innovations

10 = One of the top 2 to 3 innovations in the last decade

9 = One of the top 5 innovations in the last decade

8 = One of the top 10 innovations in the last decade

7 = One of the top 25 innovations in the last decade

6 = One of the top 50 innovations in the last decade

5 = It had a major impact and is useful to many organizations

4 = A minor innovation that is useful to many organizations

3 = A minor innovation or only useful to 2 -3 organizations

2 = A minor innovation or only useful to 1 organization

1 = An innovation that is recognized ONLY by experts in the field
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Key Findings: The New Innovation Index

Scores — For All 141 Innovations Analye the Futur
FIGURE 12
HPC Innovation Index Scale Results: All Respondents
Ll
e
E 30
T 25
]
£ 20
2 15
=
=z I I I I
: I
T [
s I
Innwatmn Indez{ Sn:ale
=141
Source: |IDC 2013
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Key Findings: =1DC

The Innovation Index By Country v he P

Sector A E
Accomplishment 1 Innwan

Years Before 1st R (All) El

Jobs Added AE

Total R&D A E

Employee Growth (All) E|

Organization Type (All) El

Basic/ Applied  (all) [~]

Innovation Level (All) E|

Count of Count of Average Average of HPC

Country E| Basic Applied Innovation Level $M per Innovation
China 3.0 10.0 6.8 12.0
France 4.0 8.3 1/7.1
India 1.0 8.0

UK 43.0 1.0 3.2 1.1
Us 20.0 45.0 2.0 2.4
Italy 2.0 4.0 0.1
Grand Total 67.0 74.0 5.0 3.1
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Key Findings: =1DC

sSuccess Stories B et

Note that an additional outcome of this research is
an expansive list of HPC success stories

» These can be used to help explain the importance
of HPC to funding bodies, key decision makers
and the broader public

» |IDC is writing up a number of them for broader
dissemination

Download the report and models at:
www.hpcuserforum.com/ROl
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HPC User Forum Steering Committee

Newest Members:

© 2013 IDC Nov-13 69

Swamy Akapasu, General Motors
Sharan Kalwani, Fermi Lab

Keith Gray, BP

Jysoo Lee, NISN (Korea)

Suzy Tichenor, ORNL

STEERING COMMITTEE

James Kasdorf
Chairman
fitt=burgh
Supercomputing
Center

Rupak Bigswag
HASA Armes
Vo Chairman

Earl Joseph
IDC, Exmoubive
Dérmctor

Vijay Agarwmala
Perm Shate Ureversity

Swramy Akasapu
(zmnera| Molors

Alex Akkerman
Ford Motor Compamy

Doug Ball
The Boming Comgarmy

Jeff Broughbon
NERSL Lawr=nc=
Berkeley National Lab

Pawl Buerger
Bomfme

Sharan Kalwani
Fermilab

Chris Catheramsoon
California Irstiule of
Technology

Jack Codllins
Malicnsl Cancer
In=tibube

Stewe Corwany
IDC Pemsmarch

Vicm Presidet

Steve Finn
Cherokes Information
Cmrvicms

Merle Giles
MOS8 Urrversity of

Tlirezis

Keith Gray
EJ

Dxoug Kothe
Ok Ridge Malonal
Laboratory

Jyson Les

FIIEM, Worms

Paul Muzia
Oty University of
M=y York

Michael Resch
HLRS, Uriversity of
Stuttgert

Vince Scarafino
Industry Expert

Suzy Tichenor
Ok Ridge Malonal
Laboratory

SIDC
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Recent Meetings =]DC

Analyze the Future

50t HPC User Forum:

Boston (Sept. 2013)

51st HPC User Forum:
Seoul (October 2013)
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2014 HPC User Forum Meetings =—3100

Analyze the Future

April 5-7, 2014
Santa Fe, NM
= |Industrial outreach programs
= ROI from HPC investments
= Storage innovation
= X86 processor alternatives
= High performance data

analysis September 15-15,2014:
= Computing for national Seattle, WA
security
= Global exascale initiatives International Meetings
= IDC market update and Will Be Announced Soon

forecast
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We Are Collecting A Large Set Of HPC

S1DC
R O I Exa m p I e S Analyze the Future

We invite users to submit their examples at:
www.hpcuserforum.com/innovationaward/

The Innovation
Excellence
Award

USER FORUM

© 2013 IDC



New HPC Innovation Award Program: DO

WWW.hpcuserforum.com/innovationaward/ Analyse the Futur

IDC

Apalyzethe Futane

THE INNDOVATION EXCELLENCE AWARD

For the Outstanding Application of HPC Computing for Business and Scientific Achievements

IDC is launching a new Program Goals Sponsors
program to recognize » Showcase success stories involving HPC in science and industry Gold Sponsor
noteworthy achievements » Help other users better understand the benefits of adopting HPC
made b’?‘ users using High and justify HPC investments, especially for SMBs intel-

+ Demonstrate the value of HPC to funding bodies

Performance ComPUtmg * Expand public support for increased HPC investments

(HPC) technologies. s If you have one or more HPC success stories you would like to see

recognized through our program, we encourage you to complete
and submit this application form. Please submit a separate form for {Platform
Deadline for Submissions each success story that you want considered. Computing
OCTOBER 30 2013

Silver Sponsors

Program Objectives

How winners will be selected . .
While there are multiple benchmarks to measure the performance of

» All submissions will receive a technical computers, there currently isn't an adequate methodology to

careful and complete review evaluate the economic and scientific value HPC systems contribute. The

» Submissions must contain a HPC Innovation Excellence Award Program is designed to help close that A

clear description of the dollar value gap. e e
or scientific value received in order

to gualify

The main objectives of the program are as follows:

Bronze Sponsors
» Volunteers from the HPC User . . ; . ) .
Forum Steering Committee will + Recognize users and their vendors for major HPC-supported

conduct an initial ranking of the achievements in industry, government and academia. D l
submissions (for the list of the » Build a large portfolio of quantified ROI success stories to 5

U S U T

© 2013 IDC




Sponsors — Thanks!

Gold Sponsor Silver Sponsors Bronze Sponsors
: - Platform <ol
{II'ItE' [Eumpuhng hSI

7\ Altalr Sadaptive

COMPUTING

© 2013 IDC



HPC Award Program Goals =]DC

Analyze the Future

#1 Help to expand the use of HPC by showing real ROI
examples:

1. Expand the “Missing Middle” — SMBs, SMSs, etc. by providing
examples of what can be done with HPC

2. Show mainstream and leading edge HPC success stories

#2 Create a large database of success stories across
many industries/verticals/disciplines

» To help justify investments and show non-users ideas on how
to adopt HPC in their environment

» Creating many examples for funding bodies and politicians to
use and better understand the value of HPC - to help grow
public interest in expanding HPC investments

» For OEMSs to demonstrate success stories using their products

© 2013 IDC
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Users Have to Submit the Value of the =

AC C O m p I I S h m e nt Analyze the Future

Users are required to submit the value achieved with
their HPC system, using 3 broad categories, following a
very specific set of guidelines:

a) Dollar value of the HPC usage

e e.g., made $3$% in new revenues, saved $$3$ in costs, made
$$$ in profits, etc.

b) Scientific or engineering accomplishment

e e.g. discovered how xyz really works, develop a new drug
that does xyz, etc.

c) Value to society as a whole

 e.g. ended nuclear testing, made something safer, provided
protection against xyz, etc.

... and the investment in HPC that was required

© 2013 IDC Nov-13 77



The Judgment Process -- Clear, Fair And _

=]DC
Transparent s e i

The ranking of the accomplishments are done by only
HPC USERS, following very specific rules.

A three step process is proposed.:

1. First the submission has to be complete with a clear “value”
shown

A number of the submissions were good, but needed a little
more information — we have invited them to apply for the fall
award

2. Secondly, an assessment is made to see that it is a realistic
assessment of the value/returns

« By the HPC User Forum Steering Committee

3. Then in cases where the value isn’t clear, or a deeper technical
depth is required -- the final evaluation is by experts in the specific
area/discipline
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The Winners At SC13 =—3|0,@

Analyze the Future

Site Lead Area Country

Imperial College London &
NAG

Spectraseis Inc, Denver,

NAG Hector CSE Team Innovation U.K

USA, & CADMOS, Univ. of  '90F Podladtchikov& g U.S/

: Yury Podladchikov Switzerland
Lausanne, Switzerland
HydrOcean / ECN David Le Touzé Innovation France
The Procter and Gamble Kelly L. Anderson Innovation U.S.

Company

SCEC Community
Modeling Environment Innovation U.S.
Collaboration

Southern California
Earthquake Center

GE Global Research Aero Acoustics team Innovation U.S.
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The Winners At SC13 =—3|0,@

Analyze the Future

Site Lead Area Country

Queen Mary University of
London and, NAG

EDISON Project - Dr. Kumwon Cho
KISTI/NISN

NAG Hector CSE Team Innovation U.K

Both S.Korea

Facebook Avery Ching Innovation U.S.

Dr. Burkhard Hupertz,

Ford Werke GMBH Innovation Germany

Alex Akkerman
Intelligent Light Dr. Earl P.N. Duque Innovation U.S.
Oak Ridge National Lab Innovation U.S.
Princeton University Dr. William Tang Innovation U.S.
GE Global Research Dr. Masako Yamada Innovation U.S.
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The Trophy For Winners =]DC

Analyze the Future

The Innovation
Excellence Award

A Altair
of gLﬂa:/Aw
{puttorm ¥ Thelnnovation Y i
) - Excellence - B
[ Award
- <
Foundation \
W L
Scientific. L USER FORUM 4
omputing 050 s
__ _. s
Dadaptive E
AMDz SGU nz
—o KYNCSA b SR <= D'insideHPC.

Presented to:

For the Outstanding Application of HPC for
Business and Scientific Achievements

© 2013 IDC Nov-13




HPC Users — The Next Submission &1DC

Deadline is April 15% s i

We invite users to submit
their ROl / achievement examples
at.

www.hpcuserforum.com/innovationaward/

© 2013 IDC
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In
Summary
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AND STRATEGIES
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Buyer Insights: ROI Is Becoming More =6

Important for Obtaining Funding st

Advancing Science and National Security May No Longer Be Enough

The Cold War arms race is
becoming an economic race
Creating Economic Modsls Showing the Relationshin = HPC is a proven accelerator of

BetweenInvestments in HPC and the Resulting Financial

ROI dl ti — dH It C I ta Nation' M 141
Com?:gtitiqflonveasr:oannd I::ova?i:n an mpact a Nation's eCOnOmlc Competltlveness
Earl C. Joseph, Fh.D. Steve Comway

SSImAS = High-end supercomputers can

|DC OPINION

The authors want fo thank the U2 Depatment of Energy [DOE) for is insights and Cost $200_500 m I I I Ion
guidsnce on and funding of fhEs research projecf This sfudy 5 bssed upon work "
funded by the LS Deparfment of Enengy Office of Sience Offe of Advanced
Scientific Gompufing Research, under sward number DE-SC0008540.

. = ROI can be a scientific

improve sconomi SuccEss and incressse scienifoc innovaion. This research B

T T S S e advance or corporate profit,

TS S new jobs
: “r“z“xmg*“*mﬂ:t“ = More large HPC centers have
— industry outreach programs

= IDC’s HPC ROI pilot study for

DOE quantified 208 examples

= [DC

e coim

Ma 01701 USAa  PARBEZE200  FSEBESEIE  www




Buyer Insights: The Exascale Race Is L8 -
- =310/0
Off an d R u n n I n g Analyze the Future

The Outcome Could Shift Global HPC Leadership Positions

IDC I—lNK . *._Real-time IDC Research”opinion - Some Orlglnal goals (eg1

] . on industry news, trends and events ZOMW) WIII be pushed
Europe Sharpens Its Focus on Exascale “@ baCk beyond 2020

Computing

/ IDC I—lNK ~_Real-time IDC Research”opinion - The US eﬂ:ort has been
‘I ‘ ¢ . = onindustry news, trends and events
= N slow to ramp up

DOE Announces Updates to the L.S. “E
Exascale Plans

P _ = Software will be at least as
= DC. ' Q : Important as hardware

TECHNOLOGY ASSESSMENT (poc =243502 / oCT 2013

Chinese Research in Processor Designs for High-Performance Computing and Other| [ | Wl I I th e extre m e h |g h e n d

Uses

L S e split off from mainstream

computing (HPC) market has demonstrated its strength to be resilient, with sustained growth during the recent recession. IDC

e high-performance ing ion.
forecasts that the HPC server market will evolve inte a $15 billion market by 2017. A major pertion of this growth is driven by the global race for leadership ?
in high-performance computing. China is one of the major nations that has demonstrated a unique capability and inclination for leadership through long-
n
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Buyer Insights: High Performance Data =1DC

Analysis (HPDA) Will Transform HPC il e

Architectures Will Need to Shift Away from Extreme

= 1DC ﬁ = Static searches will give way to
- P dynamic pattern discovery

SPECIAL STUDY

IDC HPC End-User Special Study of High-Performance u 67% Of Surveyed H PC Sites are

Data Analysis (HPDA): Where Big Data Meets HPC

RIS running big data workloads

IDC OPINION

T it o i i el oy ot i = HPDA includes data-intensive
paref e o P e, it 1 2 PO e e simulation & advanced an alytics

simulstions and newer advanced analytics problems. The commen denominator for
HFDA problems & a degree of slgorithmic compledity that &8 a&ypical for operational

business workloads. Findings include:

U = Most HPDA work will happen on

3garessivel, advanced the processor peak peformance of their systems while
paying less atention to dats-intensive applications, HPC storage, and /D -
Eovaes. T e nes of megnte 0 . st sy clusters. but not evervthin

but mprovements to dek /O pedormance and access density have grestl )

lsgged behind advances in dek capacty and processor spesds. And as HPC

www idc.com

users have deployed sver-langer parsliel servers, the fundamental mbalance —

e " Data movement is a big
S e G e e e e challenge
= Storage vendors will benefit
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Essential Guidance: General ==1DC

Analyze the Future

= Existing major challenges will remain
Inadequately addressed:
 Weak application performance improvements
« Highly parallel programming
o System imbalance (the "memory wall")
 Power and space usage
o Software licensing costs
« Ease-of-use — dealing with the growing system
complexity
= HPC server growth will continue to outpace
enterprise server growth through 2016
e The HPC community will need to present
strong ROI cases to compete for pressured
government budgets
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Major Customer Pain Points = Opportunity Areas For Vendors

New challenges affecting HPC data centers -- the increase in CPUs,
heterogeneous processing, server units and data is creating significant IT
challenges in:

 Managing HPC system complexity

e Balancing user needs & peak/Linpack performance expectations

 Managing data volumes and types

« Specifying and managing storage

* Planning for power/cooling and space

 Application scaling and hardware utilization

* Making optimal use of new processor and system designs
* Finding the appropriate role for private/public cloud computing
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In Conclusion:

Why HPC Is Projected To Keep Growing ‘TIDC

1. The low half of the market is finally back to a recovery mode
2. It has become a competitive weapon
3. Governments view HPC leadership as critical
= For national pride, but more importantly for economic
prosperity
= [t use to be 1 large supercomputer — now its multiple ones
4. There are very critical HPC issues that need to be solved
= Global warming, alternative energy, safe NE, financial
disaster modeling, healthcare, homeland secuirity, ...
= And 3D movies and large scale games are fun
5. The combination of big data and HPC is creating many new
opportunities
6. At the same time, “live” science and “live” engineering costs
have escalated
= And time-to-solution is months faster with simulations
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Questions? =1DC

Analyze the Future

Please email:
hpc@idc.com

Or check out:
www.hpcuserforum.com

© 2013 IDC
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