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Why are we here?

Artificial Intelligence offers the potential to 
deliver remarkable productivity benefits.

Those benefits come with risk; 
we want to mitigate the risk.
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Let’s talk about risk?
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Increased spending on AI solutions and 

services driven by accelerated AI adoption
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Impact along the whole AI providers 
supply chain, increasing revenue for 
the providers of essential supplies to 
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Economic stimulus among AI 
adopters, seeing benefits in terms 
of increased production and new 

revenue streams
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$22.3 Trillion 
by 2030

AI will generate a cumulative 
Global Economic* Impact of This will represent 3.7% of global GDP in 2030**, due to:

Additional wealth from increased 
households' income, including existing and 

new employees linked to AI value chain 
across direct and indirect effects layers. IN
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* Global Economic Impact is calculated as a cumulative sum of the direct, indirect, and induced economic impact from 2024 to 2030.
** Percentage of GDP is calculated using the total economic impact of AI in 2030 and the projected worldwide GDP by IMF in 2030.
Source: IDC’s Macroeconomic Center of Excellence, March 2025

MARCH 2025

IDC’s Global AI Economic Impact
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2 types of risk

Unnecessary riskConstructive risk
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The key surrounds business disruption and the complexity it brings

What extent do you believe broad access to GenAI foundation models, platforms, and application technologies will disrupt 
your organization's competitive position or business operating model in the next 18 months?

Worldwide North America WE AP

GenAI has already disrupted our business

GenAI is starting to disrupt our business 
now

GenAI will have a significant impact in 
next 18 months

GenAI will have a moderate impact in next 
18 months

GenAI will have a minimal impact in next 
18 months

Unsure/Don't Know

9%

21%

33%

19%

17%

0%

9%

20%

39%

20%

10%

3%

11%

27%

40%

3%

0%

10%

23%

37%

19%

11%

1%

Source: Future Enterprise Resiliency & Spending Survey Wave 1, IDC, January 2024, N=881, NA: 361, WE: 220, AP: 300
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Should you be worried about Gen AI security?

21

25

26

27

31

33

34

39

48

IP Leakage

Limited 3rd party training data sources

Lack of knowledge

Accuracy of outputs

Internal data readiness

Skills

Questionable ROI

Cost

Security concerns

Source: WW C-Suite Tech Survey, IDC, August, 2023, n = 895

What are the most important challenges your organization is facing 
(or anticipate will be facing) with implementing GenAI initiatives?

Percent of respondents
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Worldwide Top 5 C-Suite hurdles to digital initiatives

0 5 10 15 20 25 30 35

We don't have transformation initiatives

Digital is "owned" by one department

Lack of transparency by other CxOs on initiatives

Senior managers below us cannot execute

CEO and board are not actively sponsoring this

Lack of digital skills across the organization

Lack of confidence due to missing ROI

Inability to scale due to organizational silos

Lack of technical knowledge in the C-Suite

IT and Security Leaders slow us down

What are the most serious hurdles to completing digital initiatives in your organization?

Source: WW C-Suite Tech Survey, IDC, August 2022, n = 858

Percent of respondents
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Where does security fall in considerations 
around AI solution deployment?

Which are the top 2 roles most involved with the data team during design, 
development and deployment of AI models and applications for business use cases? 

18%

19%

20%

21%

21%

25%

26%

43%

Cloud Centre of Excellence

Governance and Compliance

AI Centre of Excellence

Security

Developers/DevOps

Functional/Line of business stakeholders

AI Ops team

IT/Infrastructure Operations

Source: Future Enterprise Resiliency & Spending Survey Wave 7, IDC, July, 2024, n=891
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AI as a force for good
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AI Can Be A Powerful Force for 
Cybersecurity
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HORIZON 1
2024

Alert 
Correlation

Information 
classifiers

Consistent 
rules/policies

Policy 
Access

Guided 
investigations

Protection 
and 

document
ation

Ticket 
submission 

to 
Jira/Service

Now

Explanation 
of 

vulnerabilities

Graphical 
representation 
of attack paths

Streamlined 
point-in-time 
compliance

Monitoring 
DLP data 

flows

Monitoring 
system 
design 
rules

HORIZON 3
2026 and beyond

Balancing 
information 

overload with 
policy 

enforcement

Menial 
compliance-
related tasks 

fully 
automated Converting 

detections to 
guided 

remediationAppreciable 
gains in 

mean-time-
to-respond

Reduction 
in false 

positives

Continuous 
compliance

Enforcement 
of zero trust

Full cycle 
workflows 
back to a 
state of 

innocence

Dynamic 
compliance 
checks of 

digital real 
estate

Dynamic risk 
assessment 

of 
applications 

Information 
Security

Application 
Security

Risk & 
Exposure 

Management
Compliance

HORIZON 2
2025

Better 
directed 

vulnerability 
remediation

User 
behavioral 
analytics all 
instancesUniform 

rules/policies
over multiple 

surfaces

Attack path 
friction 

dynamically 
created

Compliance 
posture 

known at any 
time

Policy 
creation

Identify 
fraudsters 
based on 
behavior

Detect and 
respond 

capabilities in 
DLP

Dynamically 
created 

detection 
rules

Reduction 
of bias/

subjectivity

Automated 
auditing

Ability to 
account for 

configuration 
drift

Security 
Operations

Visibility and 
correlation of 

command-
line 

instructions

Creating your GenAI functional roadmap
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Chris Kissel, Research Vice President

Generative AI Use Case Taxonomy: The Cybersecurity 
and Trust Function; #US51962424
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Michelle Abraham, Senior Research Director

Recent Research on IDC.com

• Uses and Benefits of GenAI in Cybersecurity, Doc# 
US52742024

• Deployment Stage and Funding of GenAI in Cybersecurity, 
Doc# US52730124

• Generative AI Use Case Taxonomy: The Cybersecurity and 
Trust Function, Doc# US51962424

• Five More Big Questions About GenAI in Cybersecurity 
Answered: Volume 2, Doc #US51829324 

• Five Big Cybersecurity Questions About GenAI in Cybersecurity 
Analytics Answered: Volume One, Doc #US51850124

• Has Our Opinion of the Impact of GenAI on Cybersecurity 
Changed Since Last Year?, Doc #US52393324 

• RSA 2024: AI Lives; Hail to the Platform, Doc #US52188624
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Protecting our organization 
as we Implement AI
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What is AI?

Source: Tech Buyer Presentation – Agentic AI Impact on Enterprises – From Tech Stack to Future of Work and Services
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3 areas of CISO concerns for GenAI

Others’ applications Your applications Your models
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3 areas of CISO concerns for GenAI

Your models
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Do the security risks of Agentic AI keep senior 
leadership up at night?

For which of the following Agentic AI-related business risks has the senior 
leadership most sought information or advice from IT leadership?

0 5 10 15 20

Unsure/Don’t know

Lack of transparency in decision-making

Ethical dilemmas related to bias in data

Potential for misuse by malicious actors

Senior management has not sought any information or advice

on risks

Possibility of unintended consequences arising from their

complex interactions with systems and users

Potential data privacy breaches

Security vulnerabilities due to their autonomous actions

MICHELLE ABRAHAM

IDC #XXXXXX (Publication date)
Source: Future Enterprise Resiliency & Spending Survey Wave 11, IDC, November, 2024, n = 889

FRANK DICKSON

Security
Concerns

Trust 
Concerns

No 
concerns

Percent of respondents

IDC Survey Spotlight
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Elements of trustworthy AI

21

© IDC

Accurate & 
appropriate Provenance 

& lineage

FairnessExplainability

Adversarial 
robustness

Transparency
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The accuracy rate of the model has the greatest impact on perceived trustworthiness 
of AI and automation technologies across all respondent categories

Please indicate how much each of the items below would impact your perception of the trustworthiness of AI and automation technologies. 

23%

23%

25%

25%

26%

26%

26%

27%

29%

31%

46%

44%

47%

45%

47%

44%

44%

45%

45%

44%

7%

8%

8%

7%

7%

6%

8%

6%

6%

7%

List of organizations currently using that particular model and length of time used

Information on when the data on which said model was built was collected

Provision of a catalogue of use cases for a particular model

Information on how the data which said model was built was collected

Peer review of the model methodology and output

Information on known errors and steps taken to resolve

Information on when and why the model was last updated

Reputation of the organization and team that developed the model

Detailed information on the population on which the algorithm/model was developed

Accuracy rate of model

Major Impact Moderate Impact Minor Impact No Impact at all

Source: Future Enterprise Resiliency & Spending Survey Wave 11, IDC, December 2023, n = 881
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Concerns seem to vary by geography

Accuracy Compliance
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How important is securing data for AI 
in heavily regulated industries? 

You indicated that you are prioritizing AI infrastructure readiness in 2025. 
What is your most important goal for these efforts? What is your second most important goal?

IDC #US53246525 (March 2025) 
Source: Future Enterprise Resiliency & Spending Survey Wave 1, IDC, February, 2025 n=424; Financial Services = 58; Government/Edu = 41; 
Healthcare = 33; Manufacturing = 45; Retail/Wholesale = 41; Transportation/Media = 25; Energy & Resources = 20; Others = 161
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IDC Survey Spotlight
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Secure at the application 
le el as a “black box”

AI applications 
will become 
model cocktails
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Dr. Grace Trinidad, Research Director

Will I Trust AI? Survey Research on the Impact of Accuracy, Population 
Data, and More on the Trustworthiness of AI Technologies Worldwide, 
Doc #US51944224 
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Reducing the risk from 
GenAI applications
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The new four central control points of digital transformation as network- 
and perimeter-centric security measures become more permeable. 

01

Endpoints

02

Identity

03

Applications

04

Data

00

Network

Source: March 2019, IDC #US44938819

Network

Never goes away. 

Endpoints

A dark internet will 
require a security 
presence at key 

termination points. 

Identity

Identity becomes the 
new perimeter.

Applications

Layer 7 is the 
new Layer 3. 

Data

Prioritizing protection while 
retaining sufficient usability 

is the new paradigm of 
enterprise defense. 
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3 areas of CISO concerns for GenAI

Others’ applications Your applications Your models
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What are the problems in securing first-party versus 
third-party GenAI applications used in your organization?

What are the two greatest challenges your organization faces in 
securing third-party delivered, GenAI-enabled applications?

0 5 10 15 20 25 30 35

We lack the necessary GenAI-specific

security expertise

Inadequate security, legal, and compliance

support to ensure regulatory compliance

Lack of enough security staff

Lack of infrastructure to provide

continuous monitoring

Inadequate data governance

Lack of integration with other security

systems

Protecting company data against risk of

sensitive data exposure

Budget limitations

Already introduced Investing significantly Doing initial testing Not doing anything

0 5 10 15 20 25 30 35

Lack of enough security staff

Budget limitations

Implementing data loss prevention

Controllin  access/Zero  rust Network…

Understanding the technology needed

Limited visibility into the GenAI Application

Lack of inte ration with other securit …

Managing identity permissions

Already introduced Investing significantly Doing initial testing Not doing anything

IDC #XXXXXX (Publication date)
Source: Future Enterprise Resiliency & Spending Survey Wave 9, IDC, September 2024, n = 890

What are the two greatest challenges your organization faces in 
securing your internally developed GenAI applications?

MICHELLE ABRAHAMFRANK DICKSON

IDC Survey Spotlight

Percent of respondents Percent of respondents
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3 areas of CISO concerns for GenAI

Others’ applications
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Shared infrastructure model

On-Premises

Identity

Data/Content

Application

Operating System

Virtualization

Network

Infrastructure

Physical

IaaS 
(Infrastructure 
as a Service)

Identity

Data/Content

Application

Operating System

Virtualization

Network

Infrastructure

Physical

PaaS (Platform 
as a Service)

Identity

Application

Data/Content

Operating Sytem

Virtualization

Network

Infrastructure

Physical

SaaS (Software 
as a Service)

Identity

Data/Content

Application

Operating Sytem

Virtualization

Network

Infrastructure

Physical

Provider ManagedUser Managed

User control declines as deployment model migrates to services
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IaaS allows many ways to implement security
SaaS allows security to be only implemented via APIs

• Application admin controls 

• Application 
whitelisting/blacklisting

• Log monitoring

• Application user behavior and 
activity monitoring

• Application configuration

• Application entitlements

• Application settings change 
management

• Identity lifecycle management

• Privilege access management

SaaS

Identity

Data/Content

Application

Operating Sytem

Virtualization

Network

Infrastructure

Physical

APIs

IaaS
Identity

Data/Content

Application

Operating Sytem

Virtualization

Network

Infrastructure

Physical

• Server admin control

• Workload 
whitelisting/blacklisting

• Log monitoring

• Workload behavioral 
monitoring

• Workload configuration

• Workload entitlements

• Identity lifecycle management

• Workload settings change 
management

• Privilege access management

OS or IaaS 
provider

Host agents

Sidecar 
services

Agentless 
Wrappers

APIs
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Do we really know the issues that we will face in securing 
third-party GenAI applications used in our organizations?

What are the two greatest challenges your organization faces in securing third-party delivered, GenAI-enabled applications?

0 10 20 30

Lack of enough security staff

Budget limitations

Implementing data loss prevention

Controlling access/Zero Trust Network

Access

Understanding the technology needed

Limited visibility into the GenAI

Application

Lack of integration with other security

systems

Managing identity permissions

Already Introduced GenAI Third Party Applications

0 10 20 30

Controlling access/Zero Trust Network

Access

Managing identity permissions

Limited visibility into the GenAI

Application

Lack of integration with other security

systems

Implementing data loss prevention

Understanding the technology needed

Lack of enough security staff

Budget limitations

Not Doing Anything

Percent of respondents

IDC #XXXXXX (Publication date)
Source: Future Enterprise Resiliency & Spending Survey Wave 9, IDC, September 2024, n = 890

MICHELLE ABRAHAMFRANK DICKSON

IDC Survey Spotlight

Percent of respondents
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Control points for GenAI

01

Endpoints

02

Identity

03

Applications

04

Data

00

Network

Source: March 2019, IDC #US44938819

Network

Secure Web Gateway

CASB

Endpoints

EDR

Identity

Authentication

Authorization

Governance

Applications

Proactive Access

Data

DLP
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3 areas of CISO concerns for GenAI

Your applications
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Are data security, privacy and compliance 
an impediment to GenAI deployments?

How many custom AI apps and packaged AI apps/services were 
converted from POC to production in the past 12 months?

0    2  25     

50      5      00 

Operations

 ata  ec rit    
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 ata  ec rit    
co pliance

Operations

Operations

 ata  ec rit    
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 echnolo  
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 echnolo   li itations   

   

20 
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2  

2  

2  
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Lack of infrastructure to  ro i e

continuous monitorin 

Lack of enou h securit  sta 
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Lack of inte ration with other securit 

s stems

Ina e uate securit , le al, an  com liance

su  ort to ensure re ulator  com liance

 e lack the necessar   en I s eci c

securit  ex ertise

 u  et limitations

 rotectin  com an   ata a ainst risk of

sensiti e  ata ex osure

IDC #US53069825 (January 2025)
Source: Future Enterprise Resiliency & Spending Survey Wave 9, IDC, September 2024 n=890
Multiple dichotomous table – total will not sum to 100%

What are the two greatest challenges your organization faces in 
securing internally developed GenAI applications? 

JENNIFER GLENN

IDC Survey Spotlight
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When should security and compliance teams 
be involved with GenAI development?

Which group is primarily responsible for communicating 
data security and privacy risks to business leaders? 

JENNIFER GLENN

IDC #US53069925 (January 2025)
Source: Data Privacy Survey, IDC, March 2024 n=619; Future Enterprise Resiliency & Spending Survey Wave 9, IDC, September 2024 n=890
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the CISO or Chief Legal, Chief Risk and/or Compliance Officer  engaged? 

IDC Survey Spotlight
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Identifying the issues associated with building out AI trust

Responsible AI (accuracy, confidence, reliability, performance)

Guiding principles (e.g., integrity, innovation, transparency)

Governance (policies, practices, processes, people)

Automation • Efficiency • Innovation Self-Service • Engagement • Brand loyalty

Secure infrastructure (flexible, extensible, defensible) 

Validation and compliance

Business 
optimization

Customer 
experienceIdentity 

authorization

Application 
security, 

protection 
and testing

APIs & 
endpoints

Network, 
system, & 

application 
access

Data
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Types of trust checks for your applications:
Accuracy, security, privacy and compliance

Hallucination

Context leakage

Jailbreak

Fake news

Profanity

Competitor check

Intentional misuse

Harmful content

Off topic

URL check

Phishing

Data exfiltration

Manipulation

Advice guardrail check
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Pen testing your AI applications

Comparing 
Solutions

Integration 
effort

Attack 
surface 

coverage

Custom 
scanners

Multimodal 
attacks

Multishot 
attacks Domain 

specific 
attacks

Auto 
remediation

Compliance 
mapping

Log analysis
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